ENHANCING SWIFT OBJECT STORAGE FOR HYPERSONAL ENVIRONMENTS
INTRODUCTION

Rackspace aims to deliver a superior OpenStack® cloud with industry-leading reliability, unmatched scalability and innovation-driven agility. Over the past several years, our experience with Swift has led us to uncovering some challenges that have led toward an innovative approach to boosting Swift performance.

SWIFT CHALLENGES IN THE PUBLIC CLOUD

Our Public Cloud team originally wrote Swift in Python, and open-sourced it in 2010. We were the earliest adopter, and we're extremely familiar with it. Using Swift on a massive scale in our Public Cloud, as well as for Private Cloud customers, we're uniquely positioned to address limitations others might not see. And we have a strong track record of working creatively to resolve problems.

For example, as our Swift-based Cloud Files product grew at Rackspace, we encountered scaling issues that weren’t easily resolved. Because Cloud Files usage is rising, we took an unusual path to resolving scaling issues. Our team saw an opportunity to gain greater concurrency and better handling of blocking I/O operations by exploring other programming languages. During 2015, our Public Cloud team worked to rewrite the object-server, object-replicator and object-auditor components of the original swift code in Go instead of Python. We call that improvement Hummingbird. These rewritten components are available today as a feature branch in the OpenStack Swift repo on GitHub[1].

Our approach worked. After a methodical introduction to production, the Public Cloud team[2] reported significant gains in reliability and consistency, making Cloud Files one of the safest Swift based object storage clusters available.

SOLVING A PRIVATE CLOUD ISSUE

Early in 2016, Rackspace was tasked to deploy a private, multi-petabyte, geographically dispersed Swift cluster to protect billions of small files. The cluster was distributed across two regions, with primary operations in Ashburn, Virginia and failover to Chicago, Illinois, with multiple copies of objects in both locations for disaster recovery purposes. At first, it seemed as though having multiple copies in each location would serve to enhance performance to acceptable levels. However, during deployment and acceptance testing, we discovered that performance was not at a level we felt was acceptable. We saw inconsistent response times and replication passes that took excessive amounts of time to complete.

The enhancements we created for our Public Cloud were exactly what we were looking for in this private cloud deployment. To ensure consistent deployments of Rackspace OpenStack Private Cloud, we avoid carrying any custom patches or deploying code that is not in the master. However, our customer deserved better performance, and we felt that for the success of this environment, we had to leverage the innovation from our own Public Cloud team.

The modular nature of Swift meant that during testing, it was straightforward to switch between the Python and Go object-server, object-replicator and object-auditor, by simply stopping the daemons and starting the alternates. It is even possible to run in a mixed configuration if operations must continue during the switchover, as proven during the Cloud Files team’s testing in 2015.

PROVEN RESULTS

If we look at synthetic object GET testing results from this environment, Hummingbird provides similar throughput. However, response times are more predictable as load on the system increases. Most importantly, the throughput remains stable as the load on the system reaches saturation.
While the OpenStack Technical Committee has recently concluded that the selective use of alternative programming languages is not an option[3] presently, our industry-leading scale and operational experience allowed us to identify and utilize an alternate approach where upstream Swift was failing.

Conclusion

This is a case where we took an innovative approach to resolving a customer issue. Not many organizations would go so far, but at Rackspace, we’re here to deliver the best OpenStack experience in the world. We’ve been able to demonstrate that our approach offers compelling benefits, including:

- Simple implementation
- Easy operation in a mixed configuration
- Increased consistency and reliability

In short, our approach delivers compelling value.

To learn more about our work to enhance both public and private clouds while delivering industry-leading reliability, unmatched scalability, innovation-driven agility, and a superior approach to OpenStack, sign up for our free OpenStack strategy session at [http://go.rackspace.com/OpenStackExperts](http://go.rackspace.com/OpenStackExperts)
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